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The Dangers of Humanity’s

Progressive Reliance on Artificial

Intelligence

Artificial Intelligence is already extremely prevalent in today’s world. Arcane algorithms

are used in social media platforms to decide what we see, speech-bots try to mimic human

conversation, and big corporations use bots to handle repetitive software tasks. However, since

the creation of computers, we have worried that the advancement of AI would go so far as to

inevitably render humans obsolete. I believe that as Artificial Intelligence develops, it will

become of increasing detriment to society as it will threaten workers’ rights, more treacherous

roads, and add another dangerous variable to an already dangerous world.

AI programs have been created as working machines. They are very expensive and

require a lot of development, but once finished they act as equipment that fulfills what would

normally be a thinking position, and this can have dire consequences. According to Built In,

“We’ve already seen negative results from AI management. Workers routinely burn out under AI

managers. Some even get severe physical injuries. AI-managed productivity metrics also don’t

seem to be effective. For instance, algorithms are used to measure the productivity of software

developers. Paradoxically, that measurement doesn’t seem to increase productivity, but rather

destroy it.” (Joury) Although replacing low-skill jobs with AI or creating new AI positions that

could not possibly be fulfilled by a human, like the YouTube algorithm, has not caused many
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labor issues, switching the direction of demand has. A machine is designed for maximum

efficiency and to work constantly. A human, however, is much more than just a component with

the sole purpose of performing a task. People need plenty of breaks, sleep, and time to live their

life. When the values of a robot are applied to managing a person the workplace becomes more

oppressive and unproductive, meaning the efforts of the AI become mostly fruitless. In the world

of I-Robot, the goal of the machines is to mitigate as much harm to humans as possible, but in

our world, the laws of these algorithms are dictated by executives and business persons fixated

on exceeding quotas and advancing their own career. We cannot treat humans like machines.

Another field where AI is developing is driving. Self-driving cars, in one form or another,

already exist in the wild. Most of these are only partially self-driving, like Tesla’s Autopilot.

These vehicles have the possibility of making our roads safer. However, they also lure us into a

false sense of security. In an article by Forbes magazine, it is stated: “You can fully anticipate

that many human drivers will be lulled into relying upon the ADAS and will, therefore, let their

own guard down while driving. The ADAS will suddenly try to get the human driver to take over

the driving controls, which the human driver will now be mentally adrift of the driving situation,

and the human driver will not take appropriate evasive action in time.” (Eliot) With the advent of

‘driver-assist’, drivers have been able to pay less attention to the road than they ever have, so

although, in these types of cars, humans are supposed to act as a fail-safe, that may not end up

being the case. There doesn’t really exist a car in which the driver does not have to pay any

attention. The human has to be able to step in at all times because something could fail at any

moment. Every day we experience technology glitching or failing in some way, and with a

self-driving car, instead of determining the fate of your Word document, it is determining the fate

of thousands of human lives every day. Our system of roads and sidewalks were designed around
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the human mind, not the mind of a machine, so humans have a major advantage in navigating the

incredible nuance of a single street. Not only that but these cars face the task of reacting properly

to ethical situations, but it has few tools to do so. In the event of an accident, how will an AI pick

between hitting the deer in the middle of the road, or the little girl on the sidewalk, the corpulent

deer poses much more physical risk to the driver, but the life of the girl is much more important

to society. Judgment is a quality unique to sentient organisms.

Some may argue that AI has become undeniably valuable to our existence and that the

further development of these technologies will only improve the state of the economy by creating

more jobs and making our tasks easier. This is partly true. AI has allowed for incredible

advancement and is essential for the function of most modern programs and platforms. However,

AI is only a tool and must never be treated as more than that. Every promising technology can

have horrifying downsides, and depending on these downsides, these technologies may need to

be severely limited. In the mid-century, although atomic bombs had just killed tens of thousands

in Japan, nuclear technology was heralded as the future of energy. Nuclear energy continues to

prove today that it is a reliable green source of electricity that is absolutely worth expanding, but

this same science has, for the last 80 years, been applied to heavy weaponry that could quite

literally destroy all life as we know it. Accord the ICAN, “34.1 million people could die, and

another 57.4 million could be injured, within the first few hours of the start of a nuclear war

between Russia and the United States triggered by one low-yield nuclear weapon, according to a

new simulation by researcher’s at Princeton‘s Science and Global Security programme.”(ICAN)

This has not happened thus far though, and that is because nuclear weapons are incredibly

regulated by international agencies, and have not been used in war since Hiroshima and
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Nagasaki. Nuclear science used as a weapon is incredibly dangerous as AI used as a

decision-maker can have devastating consequences.

AI will become slowly more detrimental to society through corporations and self-driving

programs. AI will also continue to develop though, and it is important that, as it develops, we

carefully analyze what AI should and shouldn’t be responsible for. With this intelligence seeping

into our lives unchecked, we will continually lose more and more control of the ethical situations

that surround us. AI is very useful as an assistive software but cannot reasonably be in charge of

human lives, and it cannot take a Hiroshima-like event for us to realize that.
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